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ABSTRACT  
Interaction, discussion, and the exchange of diverse information make the Web the place it is today. Texts, 
images, videos, and even information such as geospatial and health data are shared at an unprecedented 
scale. This exchange of information on the Web generates an extensive, freely accessible data source for a 
variety of data-driven applications – with multiple opportunities, but also risks. In this paper, we present the 
overall idea of the research project ADRIAN – “Authority-Dependent Risk Identification and Analysis in 
online Networks” which is dedicated to the research and development of AI-based methods for detecting 
potential threats to individuals and institutions based on heterogeneous, online data sets. We will first 
monitor selected social sports apps and analyze the collected geospatial data. In a second step, the user 
profiles of sports apps and social media platforms will be correlated to be able to form a cluster of 
individuals and enable the identification of potential threats. Since a so-called “digital twin” can be 
reconstructed in this way, sensitive data is generated. If this data can also be correlated with other 
confidential data, it is possible to estimate the plausibility of the threat to individuals, groups or locations. 

1.0 INTRODUCTION 

The modern Web is based on interaction, discussion, and the exchange of information. However, the Web 
also creates a vast, freely accessible source of information for data-driven applications. Since user-generated 
data on the Web is effectively linked to existing resources in an automated way, even unintentionally 
revealed personal information can have damaging consequences. Thus, even trivial, and sometimes 
unintentionally disclosed information can have potentially harmful effects on individuals, groups, or an 
entire organization [1,2,3]. Although service providers now have a duty and an interest in ensuring the 
security and privacy of user data on the Web, there is an increasing number of cases where this data is 
misused, compromised, or publicly available information is used against the original creator [4] or 
government institutions [5]. Law enforcement and other groups of people have faced increased potential 
threats on social media platforms not just since the 2020 riots in the United States. In particular, the 
collection and linkage of social media accounts and posts (e.g., Twitter or Instagram) with tracking and 
location data from popular sports apps allows users and their loved ones to be identified, making them 
traceable and a potential target for cyberattacks (e.g., cyberstalking, doxing, identity theft) [5,6]. Another 
security-relevant aspect in this context is the fact that military bases can be located using the collected 
geospatial data of running routes [7]. Since not all information that poses a threat by itself or in combination 
is obvious, pure data minimization, restricted data access, data avoidance and prevention work are not 
sufficient [8]. In the research project ADRIAN – “Authority-Dependent Risk Identification and Analysis in 
online Networks”, we take the approach of actively searching, modeling, predicting, and highlighting threats 
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on the Web, and study this particularly with respect to governmental institutions. The goal of our approach is 
to automatically monitor selected (sports) apps and analyze their collected data, correlate them with social 
media profiles and form clusters of individuals to identify potential targets and assess their risk potential. 
This is based on processing texts (e.g., tweets), images (e.g., selfies in front of buildings, maps), and 
geospatial information (e.g., running routes). This means that we are dealing with a heterogeneous data set. 
Due to its composition, very different requirements are placed on the processing methods. Since a so-called 
„digital twin” can be reconstructed in this way during data analysis and knowledge extraction, extremely 
sensitive (meta-)data is generated [6]. By correlating this information with other classified data, it is possible 
to determine the threat plausibility for the respective (groups of) individuals or locations. To achieve these 
goals, the technical implementation must combine, among other things, methods of information retrieval 
with approaches from forensic linguistics. In addition, methods of network analysis and clustering are to be 
used to develop novel evaluation functions for the identification of targets (persons, locations, etc.) based on 
the disclosed information. 

In this paper, we present our understanding of the topic, but also our approach and our prototype, which we 
are continuously developing. The paper is organized as follows. In Section 2, we review the current state of 
the art in research, focusing on existing methods and definitions, as there is often a lack of a unified 
terminology. In Section 3, we present our own approach that we are taking in ADRIAN, starting from 
targeted data collection, data aggregation and enrichment, and interactive visualization. In Section 4, we 
present our work on a prototype and discuss our approach in Section 5 before concluding and providing an 
outlook in Section 6. 

2.0 THEORETICAL BACKGROUND 

In this section, we describe, first, the terminology (s. Sec.2.1) that shapes the research subject, and second, 
the existing methods and research in this area (s. Sec. 2.2). 

2.1 Basic Concepts 
In our work, we investigate the threats that individuals expose themselves and others to when they 
knowingly or unknowingly, actively, or passively, share heterogeneous information on social networks over 
a short or long period of time. Unlike, for example, the risk of being hit by a car, this threat is abstract and 
more difficult to name. To understand an abstract threat, it is important to identify what is being threatened 
and to what extent. Basically, we define threat as a situation that can lead to a negative impact on the 
individual or others. 

We investigate user-generated content on social networks, some of which is shared anonymously and some 
of which is not, and between which there is a visible or no visible connection. We define a social network as 
a (commercial) web-based service that provides the ability to create a public or semi-public profile, share 
information, and build relationships [9]. User-generated content comes from ordinary people contributing 
data, information, or media that then appears before others on the Web – for example, restaurant reviews, 
wikis, and videos [10]. This content is often created with a specific intention, for example, to convey a social 
status. In doing so, every activity on these services gives the impression of having control over the disclosure 
of data. However, almost every activity on these platforms also conveys more information than it appears. 
For this reason, there is the term „digital footprint” that users leave behind when using such services. The 
active digital footprint consists of the information that one willingly shares with the world. This can be, for 
example, completed online forms or online profiles. The passive digital footprint consists of the information 
that one unconsciously shares with the world. This can be screen size, installed browser plug-ins, time zone 
or information in image backgrounds [11]. In addition, there is a cross-service footprint, which results from 
the combination of many individual pieces of information from different platforms and can arise, for 
example, from the interlinking of social network profiles. Information on one platform can fill information 



Towards Authority-Dependent Risk
Identification and Analysis in Online Networks

 

STO-MP-IST-190 24 - 3 

gaps on another platform so that the overall profile is quite complete. This is not a new insight, but the basis 
for various commercial services that collect and aggregate information about individuals. However, it is also 
the basis for de-anonymization, blackmail and bullying on the Web. This systematic seeking for multiple 
sources of information about a person or institution is called doxing. „Doxing is the intentional public release 
onto the Internet of personal information about an individual by a third party, often with the intent to 
humiliate, threaten, intimidate, or punish the identified individual” [6]. Systematically collecting, combining, 
and analyzing personal information may „remove some degree of anonymity” and violate privacy [6]. 
Anonymity and privacy are threatened. For example, a person’s name, which should be unknown, is 
instantly known through clever combination of public data. Personal information, locations, or employers, 
although not deliberately made public, are available. Briefly, anonymity means that a person or group cannot 
be identified. However, it can also be understood as a form of protection [6], for example, when opinions are 
expressed that threaten to cause offence. Although anonymity and privacy may be equally affected by a 
threat and are often mentioned together, they should be kept separate. Privacy can be defined as “someone’s 
right to keep their personal matters and relationships secret”1. Moreover, privacy violation refers to the 
invasion of an Internet user’s privacy by collecting, combining, and enriching personal information. 

In ADRIAN, we examine not only the acute threat, but also how individual information contributes to the 
threat and how it evolves over time. Potential threat over time describes the increasing likelihood of facing 
an individual threat to anonymity and privacy as the number of data points increases. We believe that a 
certain amount of information, or a certain combination of information, is required to pose an acute threat. 
Preliminary research suggests that there is such a potential de-anonymization threshold that we can use to 
develop models that can warn users [12,13]. The potential de-anonymization threshold defines a point in 
time when there are enough data points to weaken an individual’s anonymity to a threatening degree. 
Methodologically, we are not at the beginning, as there is already prior work we can draw on (s. Sec. 2.2). 

2.2 Methods 
The subject of this research project can be approached methodically in different ways. In the following, 
existing methods in the field of identification (s. Sec. 2.2.1), measurement (s. Sec. 2.2.2), prevention of 
potential privacy risks (s. Sec. 2.2.3), and feature selection in texts (s. Sec. 2.2.4) are discussed. 

2.2.1 Risk Identification 

As discussed in Sec. 2.1, anonymity and privacy are threatened when a user’s identity is publicly revealed in 
social networking platforms (SNs) against the user’s intent. Because users, and often their friends, 
intentionally or unknowingly reveal information in one SN or another, the combination of this information 
could provide a clue to a user’s identity. Therefore, researchers have tried to combine the information 
obtained from different SNs and calculate the similarity to determine the identity. The main methods were 
categorized as either graph-based or public information-based or a combination of both [14,15]. While 
graph-based de-anonymization has attempted to find user pairs with the largest number of neighbor pairs in 
community-level or social networks, public information-based models have used public information about 
SNs to correlate actual user identity.  

Based on a graphical model, Halimi and Ayday [15] proposed a belief-based algorithm to match the real user 
profile from different SNs. They formulated the profile matching as an inference problem that infers the 
paired profile pairs. They tried their model on three different corpora pairs collected from SNs and showed 
its feasibility. To identify security risks for users of social networks at an early stage, analysis methods are 
used which, in addition to the user’s personal information, also consider the user’s social behavior based on 
various features (statistical features, social graph features, semantic features). With the help of a security risk 

1 See: https://dictionary.cambridge.org/de/worterbuch/englisch/privacy. Accessed: 2021-08-23. 
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score calculated based on the security assessment, vulnerable individuals can be identified at an early stage 
and sensitized to the danger of an attack even before it takes place [14]. 

A correlation between a person’s social media usage behavior and that person’s risk of becoming a victim of 
a cyberattack (victimization risk) has so far only been demonstrated for individual factors. A person’s 
general willingness to take risks when interacting with other people also seems to increase the risk of an 
attack [16]. 

2.2.2 Risk Measurement 

One way of measuring risk is to determine a privacy score, which can be used to quantify the extent of 
information disclosure (profile exposure). This considers both the user’s handling of his own privacy 
(privacy preferences and attitude) and the network in which the user moves, and which surrounds him [17]. 
Pensa et al. [17] have applied the well-known PageRank theory [18] to the concept of privacy risk 
measurement and hypothesized that the more a person is surrounded by friends who neglect privacy, the 
more likely that person’s privacy is exposed to privacy risk. They proposed a centrality-driven privacy rating 
system that considers the level of privacy awareness and experimented with a group of real Facebook users 
to assess the risk derived from privacy attitudes. Their main contribution to measuring objective privacy risk 
is that each privacy metric should be contextualized within the social graph by considering its influence on 
the other metrics. Attackers are already using powerful algorithms for profile matching attacks to efficiently 
link user profiles across platforms with high accuracy. Similarity between two profiles on different platforms 
is determined based on various attributes (e.g., name, location, gender, profile picture, profile description 
text, activity patterns, interests, mood, networking). Existing approaches for modeling profile matching in 
social networks are insufficient and inefficient for real-time privacy risk measurement [15].  

2.2.3 Risk Prevention 

The most effective strategy for reducing (system) risk is to create an increased awareness among users of the 
need to protect their own/personal privacy. This strategy also appears to be advantageous from an economic 
point of view, e.g., compared to investments to identify and eliminate existing security vulnerabilities [19]. 
Halimi and Ayday [15] also mentions the creation of an awareness of risk on the part of users as an essential 
contribution to risk minimization [15]. Those who have already been exposed to cybercrime in the past 
(whether as a victim or acquaintance of a victim) adapt their online behavior [16]. 

2.2.4 Feature Selection 

How the (unconscious) disclosure of information manifests itself in linguistic expressions has been 
insufficiently studied so far. In our own preliminary work, we were able to show that linguistic expressions 
often contain more information than it first appears [20] and that they gain significantly in meaningfulness 
when combined with meta-information (e.g., date of assessment, age, health insurance, location of practice) 
[21]. In previous work, most predefined patterns were used for recognition, which did only limited justice to 
the creative freedom of natural language and could only recognize obvious (explicit) information revelations 
[21]. In this context, there is also other previous work, such as that of Sweeney [22] and Mamede et al. [23]. 
Also worth mentioning is the NETANOS (Named Entity-based Text ANonymization for Open Science) tool 
by Kleinberg & Mozes [24], which can detect, and highlight named entities such as person names in texts. 
However, to date, these have always been named entities whose literal mention may pose a threat to the 
privacy of the individuals concerned, but whose identification is trivial compared to coping with the 
expressive complexity of privacy threats in text. This is because there is still a lack of knowledge about 
precise linguistic expression and linguistic methods that can access it. However, this is indispensable to 
identify corresponding privacy-threatening text components and provide them with an explanation of 
potential risks. An early proof-of-concept is the TextBroom tool, which addresses the challenge of detecting 
information disclosure through a multi-layered, computational linguistic processing pipeline [25]. It has been 



Towards Authority-Dependent Risk 
Identification and Analysis in Online Networks

STO-MP-IST-190 24 - 5 

shown that automatic identification of isolated privacy-prone statements is possible through a step-by-step 
analysis of user-generated texts and domain-specific knowledge resources. However, this method does not 
yet fully meet the challenge because it does not consider the interaction of individual pieces of information. 

3.0 APPROACH 

In this section we present our approach. It includes data acquisition and preprocessing (s. Sec. 3.1), data 
enrichment and correlation (s. Sec. 3.2), and interactive visualization (s. Sec. 3.3). 

3.1 Data Acquisition & Preprocessing 
The „digital twin” is created based on data from various popular social networks and publicly available 
sports apps. Social sports apps do not only record the user’s activities, but also provide meta-information on 
location data, challenge events to achieve the goal, statistics on personal activities including other analytical 
tools such as personal and global heat maps. They are also connected to the most popular social networking 
services such as Twitter, Facebook, Instagram, etc. We will collect data from sports apps and create basic 
user profiles consisting of the usual habits and specific activities, including temporal and geospatial data, as 
well as basic information such as username and location.  

Since the user profiles are often correlated with popular social networks via an API, the correlated user 
profiles are found and integrated in the corresponding social networks. If no correlated information is 
available, sports groups are searched in social networks with specific search queries such as ‘running in 
Munich’ or ‘horse riding in Munich’. Most social networking platforms such as Twitter and Facebook list a 
variety of groups related to these search queries. The members of a group are then searched in the sports 
apps. So, we will develop a focused crawler to filter athletes in sports apps on the one hand and search 
correlates in social networks on the other hand. Furthermore, we will find groups in social networks with 
specific queries and search the members in sports apps. Although user profiles are often correlated from 
different social networking platforms, users often do not want to reveal their basic information such as name 
and location on different social networks. In addition, each social networking platform has its own 
characteristics. While Twitter is more of a platform that offers micro-blogging with a 280-character limit for 
non-CJK languages, Facebook is more of a place where friends communicate and share personal information 
and activities, and Instagram is more of a platform for uploading photos and videos. Due to this aspect, data 
from different social networks is very heterogeneous and therefore should be prepared for further processing. 
For this reason, our preprocessing pipeline includes the following four steps: (1) Data cleansing removes 
noise and marks missing features. (2) Data normalization is used especially for named entities such as name, 
location, date, geospatial data, etc. (3) Feature selection is the process of selecting the most relevant features 
for profile matching. (4) Feature conversion transforms the selected features into the appropriate format. 

3.2 Data Enrichment & Correlation 
Data collected from different sources is correlated and integrated into a graph network together with their 
labels, attributes, and properties. Figure 3-1 shows an example of correlated data from different sources. Data 
from two social network services and a sports app are connected. As mentioned in Sec. 3.1, the user provided 
different names between the social networking platforms (sky and dark green circle) and the sports app 
(green circle). Nevertheless, it often can be successfully correlated. The orange and purple circles indicate 
timestamps and activity IDs, respectively. 
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Figure 3-1: Example of data enrichment 

The correlates in different social network platforms are determined based on different methods. One of the 
crucial methods is to compare profile photos in different SNs. Social sports apps often allow the athlete to 
log in through another SN account and the profile photo is taken from that SN account. So, if the user does 
not change the profile photo in the SN account, the profile photos remain the same. The comparison can 
often be easily done using template matching and its histogram, as shown in Figure 3-2. 

Figure 3-2: Example of template matching and its histogram 

Otherwise, we will use Convolutional Neural Networks (CNN) and the openFace tool for deep comparison 
of profile photos. In addition to profile photo similarity, other similarities are also considered to ensure 
correlates. For example, Halimi and Ayday [15] define the similarity metrics in the following data points: 
username, location, gender, profile photo, plain text, activity pattern, interest, mood, and graph connectivity. 
For the similarity calculation, we will adopt these features. However, since the features are not always 
available in all social networks and the user may have different names, the features are weighted differently. 

3.3 User-Centric Visualization 
The correlated data is stored in a graphical database system. The graphical connectivity between users is 
visualized and the data can be easily retrieved using the queries. For example, various centralities such as 
degree, closeness and betweenness are calculated and retrieved. Figure 3-3 shows the detailed follower 
relationship of the athlete Ursula Z. In general, users that have the highest in-degree centrality can influence 
the information flow more than others in this group. 
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Figure 3-3: Example of follower relationship 

4.0 PROOF-OF-CONCEPT 

In this section, we present our proof-of-concept. It includes the framework (s. Sec. 4.1) and the project-
accompanying prototype development (s. Sec. 4.2). 

4.1 Framework 
A core objective of ADRIAN is to develop a framework that documents the entire approach we have 
developed from data collection to analysis in a traceable way, allows for extensions, and makes the key 
results reusable even after the end of the project. To facilitate understanding and reusability, we based our 
framework development on OSEMN (Obtain, Scrub, Explore, Model, and iNterpret) [26], a standardized and 
widely accepted model for data science research (s. Fig. 4-1). Since there are several challenges in data 
science [26], the OSEMN process addresses them by providing a precise sequence of operations, although 
the instantiation of each operation is not described in detail at the framework level. In the following, we 
describe our approach to each OSEMN step below. 

As mentioned earlier, the OSEMN process provides a clear sequence of activities [27]: Obtain, Scrub, 
Explore, Model and iNterpret. „By following these steps, the entire process can be well planned and 
organized – starting with data acquisition to the analyzed data results visualization” [27]. The process begins 
with a step called Obtain, which focuses on identifying relevant data sources to obtain a sufficiently large 
data corpus. In our case, the data acquisition targets various data sources, such as text, images, and videos 
from social media networks and social sports platforms. Since the quality of the data can vary widely and 
user-generated data can usually be assumed to be of poor quality, initial data cleansing is already included in 
this step. However, this cleansing is far from sufficient and does not include data normalization steps, for 
example. These take place in the subsequent step Scrub. Since the collected data comes from different 
sources, data preprocessing is essential. Two necessary preprocessing methods are data standardization and 
normalization. For example, our data sources contain different date standards and location information. 
Furthermore, the attribute types and ranges must be normalized. This is important not only when designing 
custom databases and graphs, but also when linking the resulting resources to other resources using Linked 
Data standards. By adhering to standards and normalization principles, it becomes possible to perform data 
exploration across data set boundaries using existing tools and procedures. 
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Figure 4-1: ADRIAN framework 

In our scenario, the most important task is to identify relevant data points to explore relationships in the data. 
This task is part of the Explore step in the OSEM process. We use a graph database to store and analyze data 
from various sources. Thanks to standard compliance, missing information, for example details of locations, 
can be integrated from other sources (e.g., Linked Open Data). Thereby, revealing correlations between 
different data points is a crucial detail. Furthermore, the created graphs provide a visualization of the 
networks and enable graphical exploration of the data sets. We are also developing a web application for 
statistical analysis and visualization. However, in our research project we must assume that there may also be 
bottlenecks in data acquisition. Therefore, it is already planned at the beginning that synthetic data will also 
be generated. Therefore, enriching data with synthetic data is essential for data modeling and AI model 
performance and is part of the Model step. Data synthesis is a method of creating an „artificial” 
representation of an original data set. To accomplish this, a model is developed that explains the original data 
as well as possible. From this model, new data are generated that retain important statistical properties of the 
original data set. For our approach, it is necessary to identify and compare AI methods that are suitable for 
working with heterogeneous data. Using state-of-the-art AI models, we generate additional knowledge and 
analyze the relationships between user profiles in more detail. This knowledge and analysis can be used, for 
example, to identify groups of people in specific locations to detect potential threats. The use of the results 
falls into step iNterpret. Since our approach is a human-in-the-loop approach, especially in the current phase 
of the project, interpreting the results, correcting them, and feeding the corrected data back into the training 
data is an essential step. In addition, threats are to be made visible. For this purpose, we are developing a 
dashboard that can show detected threats and operate in live mode. We are investigating whether potential 
risks can be detected as they arise based on the data we generate and collect. For example, on certain topics 
that are trending on the networks or based on a growing database of an individual user. 

4.2 Prototype 
Identifying and visualizing threats on the web based on user data is a topic that thrives on real data. 
Therefore, we aim to work with mostly real data from the beginning and to develop methods and tools that 
interact with this data. Therefore, the project will develop a prototype that includes all the features of the 
presented framework. We expect to encounter constraints of various kinds (data acquisition, model training, 
interpretation) already during the development and thus we will be able to identify and address the 
challenges. In terms of agile software development, we try to reduce the design phase to a minimum through 
an iterative and incremental approach and to arrive at executable software as early as possible in the 
development process. Now, we are still at the beginning of the research project, so we are focusing on the 
basic functions during prototype development. Nevertheless, we can already see how helpful the 
development accompanying the project is, as new questions and challenges emerge in live operation. 
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In the following, we provide information on the current state of development. As for data acquisition, we are 
collecting raw data from different social media and social sports platforms. The data collected varies from 
platform to platform. Therefore, it is important to quickly select the desired data from many data points. In 
our current approach, we stream tweets by keywords in real time to our Neo4j database via the Twitter API. 
The prototype then visualizes the amount of data acquired by language and keywords. We can also track the 
location of tweets in an interactive map. In addition, extensive heatmaps can be created once enough data 
points are collected. Figure 4-2 shows a screenshot of the current development for Twitter. 

Figure 4-2: Information about the acquired tweets 

In the area of sports platforms, we focus on visualizing the public activities of athletes. In Figure 4-3, a 
screenshot of the current development is shown. The geospatial streams contain information such as altitude, 
latitude, and longitude. By visualizing this geospatial data, we gain insights into the activities at specific 
locations. Currently, it is possible to select the athlete and one or more activities and display them on the 
map. It is also possible to create a heat map to see exactly where the athlete has spent most time. As 
development continues, places of interest will be marked to allow for targeted analysis of locations or 
buildings of interest. 

Figure 4-3: Geospatial data for a specific athlete 
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In addition, the prototype is used to create machine learning inferences for the trained models. In this case, 
different settings for the models can be quickly tested, visualized, and interpreted. 

5.0 DISCUSSION 

The project plan is ambitious and foresees several challenges. First, we anticipate a whole range of 
challenges in data acquisition, management, and enhancement. By its very nature, not all the data we use to 
train models and alert users will be publicly available. We must limit our data collection to what is publicly 
viewable. This is consistent with the project goal but needs to be communicated to users. At the same time, it 
is not realistic to monitor the web live. Therefore, only a retrospective view will ever be possible in the 
ADRIAN project. Furthermore, it is also questionable how well the synthetically produced data resembles 
real-world data and how suitable it is for training the models. This is a clear limitation because we rely on 
synthetic data to address the cold-start problem.  

Second, it is also always questionable how models trained on a particular data set will behave on new data. 
The use case of the project envisions the integration of social networks and especially social sports apps, but 
of course aims to be applicable beyond this (e.g., for physician rating websites). For this reason, we are 
already trying to make the data in our project context diverse by including different countries, topics, portals, 
etc. Nevertheless, it is impossible to predict today what data will be available tomorrow and in what form it 
will exist. Therefore, there is always a residual risk that the models we develop in ADRIAN will not be 
usable for future challenges. We think that by developing a framework that is designed to be applied, 
extended, and interpreted, we are providing a solid foundation for this challenge. When we talk about models 
that do some form of classification, we always have to talk about the issue of misclassification. Since there is 
no automatic deletion or blocking of content, and we only try to warn users about data collection, we see no 
risk of accidental censorship or other restrictions due to misclassification. Nevertheless, it can be problematic 
if too many misclassifications lead to false warnings that shake trust in the system. On the one hand, we want 
to counter this with good and sophisticated models in combination with rule sets; on the other hand, we want 
to educate people about how our methods work and their limitations. 

Third, this leads to the fundamental question of when too much information is available and when users 
should be warned. This is an individual decision, as users define and evaluate the degree of privacy and 
anonymity quite differently for themselves. Nevertheless, in our project we must work with such a value and 
the assumption that all users want a certain degree of privacy and anonymity, even if this is not conclusively 
proven. Therefore, after data collection, we must determine what level of trade-off in terms of the amount of 
partial information seems appropriate based on the available data. 

6.0 CONCLUSION & FUTURE WORK 

In this paper, we reported on ADRIAN, a research project that addresses threats on the Web by combining a 
wide range of information. The threats that individuals and institutions face from careless information 
sharing can be diverse and therefore warrant a multi-layered identification approach. In our research project, 
we take a prototype-driven research approach using real-world data to identify and solve the challenges and 
problems. As shown, we are guided by the OSEMN framework. This framework allows us to work in an 
agile way and to develop individual components quickly, but also to adapt them to changing conditions. As 
also pointed out in the discussion, we are aware of the challenges that need to be overcome. We believe that, 
based on the framework orientation, we can contribute to making the Web more secure and, ideally, also to 
building an understanding of the threats through the individual components that are being developed in this 
research project. Not least for this reason, public relations work is also planned in the project. 

In our further work in the research project, we are focusing primarily on data acquisition, normalization, and 
modeling. One goal is to be able to generate and use synthetic data in a timely manner to be able to train 
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initial models for the classification of questionable web content and data collections, which can then already 
take heterogeneous data sets into account. 
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